
FRAMING PAPER

Bringing civic, media, and AI
literacy to Canadian
workplaces

Purpose of this Framing Paper
The Dais has launched a major new initiative: Canadian Democracy @ Work. It is

designed to combat the e�ects of disinformation and to increase democratic

engagement among Canadians through accessible workplace training in civic,

media, and AI literacy. The structure and dissemination of the training will be

developed in partnership with leading Canadian employers and unions. 

https://teamdemocracy.ca/
https://teamdemocracy.ca/


This framing paper is intended to serve as background, articulating the thinking

and research that inspired the project. The paper proceeds in three sections. The

�rst section lays out the major threats to Canadian democracy, with emphasis on

the challenges presented by disinformation and AI technologies. The second

section explains why Canadian employers, speci�cally, should be actively engaged

in addressing the challenges facing democracy. The third section details the

theory of change that underpins Canadian Democracy @ Work and lays out the

content of the training program.

1. Disinformation, Disengagement, and

Democratic Decline
Manipulation and deception have always played a role in the information

ecosystem and public life. Recently, however, new technologies have made

falsehood particularly abundant and in�uential—to the point that some have

begun to characterize our present as the “disinformation age.”  Indeed, the

e�ects of disinformation—the deliberate spread of false information—are already

pronounced in the Canadian context. A representative survey conducted by the

Dais in 2024 found that one in ten Canadians have a high degree of belief in

disinformation, failing to correctly identify more than 25% of a range of

falsehoods such as false narratives about vaccines, climate change, immigration,

the Holocaust, and the Russian invasion of Ukraine.  The problem is likely to only

get worse. 

The AI Challenge

The launch of social media platforms two decades ago established the possibility

of unprecedented connectivity, but has increasingly enabled the rapid spread of

disinformation on a global scale.  The integration of bots on online platforms

allowed for the inauthentic ampli�cation of malign content, further increasing the

reach of conspiracy and propaganda content.  While the spread and in�uence of

online disinformation has proven extremely di�cult to counteract, new

developments in arti�cial intelligence (AI) are poised to make this task much more

di�cult. 

AI technologies have already created new and highly compelling forms of

disinformation. Most notably, AI technologies have given rise to sophisticated and

exceptionally life-like deepfakes. Deepfakes are synthetically altered videos in
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which the object or person depicted has been digitally modi�ed to appear or

sound like something or someone else.  The introduction of deepfakes into the

media ecosystem has made the authenticity of audio and video content—

traditionally considered to be irrefutable proof—dubious. This has the twofold

e�ect of easily convincing people of information that is untrue, for example when

a German energy �rm transferred nearly £200 000 after receiving a phone call

from a fraudster who used AI technology to mimic the CEO’s voice,  and of giving

those in positions of power unconditional plausible deniability, allowing them to

dismiss any evidence as doctored.

Until recently, high-end deepfakes had intensive money, time, and computing

demands.  This is quickly changing with the dawn of generative AI, as creating

fake images, audio, and videos is becoming cheaper and easier—meaning

deepfake content could fundamentally undermine journalism and trustworthy

sources of information.  There are also so-called “cheap fakes,” which consist of

simpler AV manipulation that can be rendered through Photoshop, clever editing,

and other cheap software tools, are already easily accessible and have already

destabilized traditional rules and norms around evidence, truth, and institutional

authority.

While the threat to the integrity of information posed by deepfake technology is

relatively obvious, AI-generated text also presents new issues. Drawing on natural

language processing, AI can generate authentic-sounding text, creating the

possibility for original, text-based propaganda posing as journalism or science to

be produced at scale.

Disinformation and Democracy 

Disinformation drives political cynicism and disengagement, which presents major

challenges for democratic institutions. The causal link between disinformation

and political cynicism has two dimensions. First, disinformation tends,

overwhelmingly, to be negative.  Especially ahead of and during election periods,

disinformation casts politicians as purely self-interested and the entire democratic

system as ine�ective or corrupt.  Empirical studies show that exposure to such

content promotes political cynicism.  While the speci�c content of

disinformation erodes trust in politics, the existence of disinformation itself, and

the uncertainty it creates about the integrity of information and about the

function of political institutions, also undermines con�dence in the democratic
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process.  Political cynicism decreases feelings of political e�cacy and trust in

democratic institutions.  These are prerequisites for democratic participation of

any sort. For instance, empirical analysis con�rms high correlation between

political trust and voter turnout.  For people to participate in politics, they need

to be able to trust that they can understand their political context, and that they

can meaningfully a�ect it. Disinformation, by contributing to political cynicism,

disincentivizes democratic participation, ultimately hindering the core functions

of democratic institutions—namely, representing and serving citizens’ interests.

2. Why Businesses Need Democracy
In response to the overlapping crises facing democracies around the world, calls

to protect it have grown. Multilateral organizations, non-pro�ts, schools and

governments have—to various degrees—heeded the call, launching initiatives

ranging from education programs and curriculum changes, to election integrity

e�orts and changes to legislation.

Notably, to date, Canadian workplaces have not played a signi�cant role in pro-

democracy e�orts. This is a missed opportunity. Working-age Canadians spend

the largest portion of their waking hours at work.  They also have a relatively

high degree of trust in their employers. A 2021 survey of Canadians found

employers to be highly trustworthy, with survey respondents citing employer

communications as the most believable source of information, ahead of the

national government, media reports, and social media.  A survey from 2023

found employers to be a mainstay of trust, even as trust in other core institutions

fell, with 75% of respondents reporting that they felt that their employer was

trustworthy.

Canadian employers have the opportunity to take on a substantive role in

addressing this challenge—including the rising tide of disinformation and growing

democratic disengagement. And it is in their best interest to do so.

Business Costs of Disinformation

Canadians’ di�culties in di�erentiating true content from false presents serious

problems for democratic institutions. It is also, increasingly, cause for concern for

businesses. Companies are often the targets of disinformation. One recent

analysis of disinformation, for instance, found that companies were amongst the

groups most frequently victimized by false, reputation-harming content,
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preceded only by political parties.  Most of the disinformation targeting

companies involved fake give-aways and job o�ers, which undermine the

companies’ credibility and reputation.  There were also cases of disinformation

that targeted company spokespeople or representatives.

The in�uence and reach of disinformation that targets companies is

considerable.The fact checking website Snopes keeps a list of the most-searched

rumors. This list has included false claims that United Airlines was �ling for

bankruptcy, that Starbucks was distributing free frappuccinos to undocumented

workers, and that the CEO of PepsiCo had told supporters of President Trump

that they could “take their business elsewhere.”  Such claims have personal

costs, especially in cases when an individual spokesperson is the target. They also

have �nancial costs. An analysis of the e�ects of disinformation on the stock

returns of targeted �rms established that negative false news items have

negative and signi�cant short-term e�ects on returns.

Disinformation, broadly, then, presents a threat to business success. Credence in

disinformation among employees also has signi�cant �nancial consequences for

businesses. In May 2024, the British engineering �rm, Arup, con�rmed that it was

victim to a deepfake scam, during which an employee was duped into sending

£20 million to a criminal organization by an AI-generated video call.  Also in May

2024, the Guardian reported that the CEO of WPP, the world’s biggest

advertising group was targeted by deepfake fraud which used an AI-generated

voice clone.  Indeed, scholars and business leaders alike anticipate the rates of

fraud will increase in the coming years, especially as AI becomes more

sophisticated.

When employees fall victim to disinformation, the �nancial repercussions are

signi�cant. In a survey of Canadian business leaders whose organizations have

faced fraud, 53% of respondents reported that their company had lost between

1% and 5% of their pro�ts on account in the past 12 months.  Only 4% of

respondents reported that fraud had not had an impact on their returns.  For

more on how disinformation is targeting Canadian companies, see the Dais’

recent white paper on this topic with the Rogers Cybersecure Catalyst and RBC.

Business Costs of Democratic Decline

Given the speci�c costs of disinformation on businesses, it is in their best

interests to help mitigate its e�ects, even without taking into account its
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democracy-eroding e�ects. Businesses, however, should also be looking to shore

up democratic institutions and processes. Reports from the World Bank and from

Freedom House draw correlations between stable, transparent governments and

operating environments that are conducive to business growth.  Countries that

performed well in assessments of respect for human rights, the rule of law, and

democratic norms, had better economic and business outcomes. Conversely,

countries with non-democratic governments were also more likely to impose red

tape and trade barriers and to fail to enforce contracts, creating an inhospitable

operating environment for businesses.

Extensive research points to the mutually-reinforcing relationship between

democracy and the market economy. A 2019 paper titled “Democracy Does

Cause Growth,” concluded that there is an economically and statistically

signi�cant positive relationship between a well-functioning democracy and long-

run GDP per capita.  Research by the V-Dem Institute found that democracies

have lower variation in economic growth and are less likely to experience

economic crises.  Martin Wolf, the chief economics commentator for the

Financial Times, attributes this to the built-in safety mechanisms that

characterize democratic regimes—the most foundational of which is free and fair

elections.

A functioning democracy, then, ought to be understood as the base condition for

prosperity, and for business success. As the prerequisites for a functioning

Canadian democracy—information literacy, civic knowledge, and civic

engagement—falter, Canadian businesses have both the reasons and the means

to bolster them.

3. Canadian Democracy @ Work 
This project engages leading Canadian workplaces in the �ght to protect

Canadian democracy. This project aims to pilot providing neutral and non-partisan

information literacy and civics education through Canadian workplaces in the

public and private sector to equip working-age Canadians with the skills and

knowledge they need to be e�ective and informed participants in the democratic

process. The output of this project will be an accessible and customizable

platform through which digital, AI, and civic literacy can be taught at scale to

Canadian adults. 
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There is evidence that media literacy education is e�ective in producing more

critical, engaged, and ethical creators and consumers of media. Pre- and post-

tests of students who participated in media literacy programs have generally

shown that the programs succeeded in improving students’ capacity to

accurately and e�ectively evaluate the media they consume, and in connecting

students’ critical thinking with behavioral change—including increased civic

participation.  There is, likewise, evidence that civics education is positively

associated with democratic participation.  A systematic analysis of political

participation and education across 23 countries concluded that civics courses

play a signi�cant role in inculcating a sense of civic duty, and in driving civic

participation.

Despite the promising results of both civics and media literacy programming, their

reach remains limited. Learning about democratic and civic engagement in

Canada occurs almost exclusively in the K-12 setting. Digital media literacy is just

beginning to be taught in schools, and there are currently a patchwork of

approaches across the country.  For working-age Canadians, there is little

meaningful and formalized education that enhances and refreshes their civic

knowledge, or which equips them to navigate the current, algorithm-driven

information landscape.

The design of this project takes inspiration from a similar initiative in Germany.

Across Germany, several hundred companies have facilitated their employees’

participation in workshops on civics and democratic principles o�ered by groups

such as the Business Council for Democracy and Welto�enes.  The workshops

—which cover content ranging from recognizing disinformation, conspiracy

theories, and hate speech to the importance of voting—are intended to improve

employees’ well-being and job performance, while simultaneously strengthening

German democracy.  Several US-based organizations also administer similar

workshops for working-age Americans.  This project will be the �rst of its kind in

Canada. 

The desired impacts of the project are as follows: 

�. Employees will develop the ability to discern disinformation, with improved

resistance to manipulation.

�. Employees will have a better understanding of their own media

consumption and a stronger sense of reliable information sources.
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�. Employees will feel more empowered to productively engage in

conversations about di�cult topics.

�. Employees will renew their civics education and experience increased trust

in democratic processes, resulting in bene�ts such as active participation in

democratic processes and in civic life. 

The speci�c content of the existing modules is as follows: 

�. Understanding Misinformation, Disinformation, and Algorithms:

This module focuses on how we consume information online and provides

strategies for evaluating information and for seeking out information that is

both accurate and useful.

Concepts covered include: mis/disinformation, information overload,

algorithms, �lter bubbles.

�. Understanding Arti�cial Intelligence and Deepfakes:

This module focuses on how arti�cial intelligence technologies and tools are

changing how we create and consume content online and o�ers strategies

for determining the credibility of images, videos, and text given these

changes.

Concepts covered include: generative arti�cial intelligence, machine

learning, capabilities and limitations of AI tools, deepfakes.

�. Understanding Canada’s Political System:

This module ties together the ideas of the previous two modules, focussing

on the Canadian political system, our place in it, and why e�ective

participation in our political system requires us to be critical consumers of

media.

Concepts covered include: the Constitution and the Charter, our

fundamental rights, democracy, civic participation.

Topics of forthcoming modules, to be created in future years might include:

�. Media literacy

This training module would equip participants with the skills to critically

evaluate information from various media and news sources. Learners would

explore how media messages are constructed and the impact they have on

public opinion and behavior. The course would also teach participants

strategies for discerning bias, verifying facts, and evaluating information in

di�erent media formats.

�. Privacy, safety, and security on the internet



This training module would provide participants with skills and knowledge

they need to navigate online environments securely. Attendees would learn

about privacy settings, safe browsing practices, and how best to protect

their personal/work information from cyber threats. The course would also

give participants a stronger understanding of their rights and

responsibilities online.

�. Elections

This module would give learners a comprehensive overview of voting

systems, election laws, the history of the su�rage, and the signi�cance of

electoral participation.

�. Civil discourse

This module would equip participants to have healthy, constructive, and

useful conversations about controversial or political topics. The module

would cover principles of respectful civil discourse, as well as practical

strategies for engaging in productive civic disagreement.
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